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Abstract

Rodrik’s (1997) conjecture states that the labour demand elasticity with respect to wages should increase with globalization. We estimate this elasticity in Spain, and investigate whether the structural change experienced in the mid 1980s significantly altered the employment response to wage changes. This structural change is related to Spain’s European integration, and the intensive internationalization and liberalization processes that followed. Hamermesh’s (1993) framework is used to identify the total employment effect, which is made of the constant-output elasticity and the scale effect. This total effect is empirically quantified and its two components disentangled. We find that the total employment elasticity of a wage change rose from -0.71 in 1964-1984 to -1.27 in 1985-2007 in the new scenario of increased international exposure and progressive labour market liberalization. By components, the constant-output elasticity rose from -0.27 to -0.37, and the scale effect from -0.44 to -0.90. We also find that the elasticity of substitution between capital and labour moved from 0.75 to unit. Our results provide support to Rodrik’s conjecture.
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1 Introduction

In the context of increasing globalization, labour outcomes and international trade patterns have become progressively intertwined. Labour market responses to policy measures have changed, and a growing body of literature has become interested in the interrelation between globalization, (un)employment, and labour market reforms.\footnote{For example, Bentolila and Saint-Paul (1993) study how the globalization process has affected the declining labour shares through the resulting changes in import prices and capital-augmenting technological progress. Senses (2010), in turn, studies how phenomena like offshoring and outsourcing are affecting employment, while other studies focus on the cyclical influence of foreign direct investment on the volatility of the labour market (Azariadis and Pissarides, 2007).} One way of studying this interrelation is to focus on the labour demand elasticity with respect to wages and investigate whether structural changes in international exposure and legislation alter this elasticity. This is the route recently followed by Hijzen and Swaim (2010) who consider a large panel of 11 OECD countries and use industry-level data.

In this paper we follow this same route, but we specifically focus on a single country, Spain, which experienced a major structural change in the mid 1980s. This change is related to the most important labour market reform undertaken in the last four decades, which was passed in 1984 in view of accession to the European Economic Community (EEC) in January 1986. Our target is to evaluate how this structural change affected the elasticity of employment with respect to wages, and examine the resulting policy implications. On the road towards this target, we also provide estimates of the elasticity of substitution between capital and labour.

Spain provides a salient example of transition from a strictly closed economy to a wide-open and economically integrated country. The degree of openness –measured as the sum of exports and imports over output– evolved from around 10% in the early 1960s to 25% in the mid 1980s, and almost tripled afterwards, when it reached 72% in 2007 at the pick of last economic expansion. This rapid acceleration in the opening process was the consequence of a major institutional change brought by the 1986 accession to the EEC, and was followed (and enhanced) by further European commitments such as joining the European Monetary System (EMS) in 1989, achieving the Common Market in 1993, and becoming a member of the European Monetary Union (EMU) in 1999 (for details see Polo and Sancho, 1993; and Juselius and Toro, 2005). At the same time, Spain is a key example of structural change in the labour market. It also took place in the mid 1980s when a labour market reform was passed in 1984 to enhance the flexibility of the labour market. This enhanced flexibility was achieved by allowing a general use of temporary contracts, which at the time were essentially used in seasonal activities (mainly agriculture and tourism), and represented less than 10% of the total existing contracts.
The result of this institutional change was a segmentation of the Spanish labour market that is well documented in the literature (see Dolado et al. 2002, among others). Figure 1 provides an illustration of these two crucial developments.

**Figure 1. Internationalization and labour market segmentation in Spain**

Source: Own calculation based on data from the OECD Economic Outlook and the Spanish Labour Force Survey (EPA).

Rodrik (1997) was the first one to conjecture on the labour demand consequences of the globalization process. He expected that this process would tend to increase the sensitivity of employment with respect to wages because of lower entry barriers in new markets, increased competition, and the emergence of new phenomena such as offshoring and outsourcing. He was even explicit about the likely channels through which globalization would directly affect the labour market. Among others, he referred to the amplified labour demand responses to global shocks, to shocks on non-labour costs (such as payroll taxes), and to the weakening of the workers’ bargaining power.

The evidence on whether labour demand has become more elastic as globalization has deepened is not conclusive so far. The first study to explore this issue is Slaughter (2001). He considers skilled and non-skilled US manufacturing workers and shows, for different periods between 1961 and 1991, that the labour demand elasticities of the non-skilled have continuously increased. He finds difficulties, however, in ascribing these upward sensitivities to a concrete driving force (international trade among them). Krishna et al. (2001) focus on the dramatic trade liberalization process experienced by Turkey, but are unable to find significant effects on the labour demand elasticity. In the more general study of Bruno et al. (2004) evidence linking globalization and larger labour demand elasticities is only found for the UK out of seven OECD countries (Spain among them). Related evidence is provided in Molnar et al. (2007) by studying a panel of 11 OECD countries and disclosing a positive connection in the manufacturing sector between larger flows of foreign direct investment and a larger labour demand elasticity (this connection,
however, is much weaker or even negative in services). In turn, Hijzen and Swaim (2010) associate the rise in this elasticity in a large number of OECD countries to the growing use of offshoring practices, even though they find this positive relationship weaker the more strict the employment protection legislation is. This positive relationship is also verified in Senses (2010) for the US manufacturing sector. In contrast, Mitra and Shin (2012) examine the impact of trade on labour demand elasticities using Korean firm level data, and find no conclusive evidence on the effect of tariff reductions.\(^2\)

In this paper, we follow Slaughter (2001) and Hijzen and Swaim (2010), and resort to Hamermesh’s (1993) model as theoretical framework for our empirical analysis. In terms of our work, the crucial feature of Hamermesh’s (1993) model is the decomposition of the total employment effect of a wage change on a constant-output elasticity and a scale effect. Our contribution, therefore, is mainly empirical and has a twofold dimension.

First, we document a change in the elasticity of the demand for labour in response to the internationalization and liberalization of the Spanish economy. For this purpose we estimate two different panel data models which cover periods 1964-1984 and 1985-2007, and account for the structural change documented in Figure 1.\(^3\) We find that the estimated long-run elasticities of labour demand (namely the total and the constant-output elasticities) have increased substantially in parallel with the globalization process. In particular, the total employment elasticity of a wage change rose from -0.7 in 1964-1984 to -1.3 in 1985-2007, while the constant-output elasticity increased from -0.2 to -0.4.

A second main contribution of this paper is the empirical computation of the scale effect and the evaluation of its change between our two reference periods. First of all, we find the magnitude of the scale effect to be at least twice the size of the constant-output elasticity no matter the period examined. In addition, we find that the scale effect has also shifted with the Spanish opening process, from -0.5 in 1964-1984 to -0.9 in 1985-2007. Since the scale effect reflects the net influence (of opposite signs) of product-

\(^2\)There is also a vast literature focusing on the elasticity of labour demand per se. Drazen et al. (1984), for example, find evidence that it varies with product demand, while Lawrence and Lawrence (1985) relate the small labour demand elasticity in the US steel industry to the fall of this industry on account of the high wage claims of its workers. For the whole US manufacturing industry, Revenga (1992) finds larger adjustments in quantities (i.e., employment) than in prices (i.e., wages) in response to shocks reflecting higher international competition. Along the same lines, Borjas and Ramey (1995) find that foreign competition reduces firm product-market power and thus labour rents. Benito and Hernando (2003), in turn, examine the Spanish labour market in 1985-2001 and find a larger labour demand elasticity for temporary than for permanent workers.

\(^3\)We are fully aware that the different waves of labour market reforms in the second of these periods, 1985-2007, have caused changes in several dimensions of the labour market (not only in the share of temporary work, but also, for example, on employment volatility). Our target, however, is not the analysis of these effects (as in Sala and Silva, 2009), but the assessment of how the different components of the labour demand elasticity have changed from a scenario of a strictly regulated system of labour relations, and a closed and protectionist economy, to a scenario of a deregulated labour market and a fully open economy.
supply and product-demand influences, we argue that not only the firms’ response with respect to factor prices is larger than the consumers’ response, but also that it has tended to grow across periods\textsuperscript{4}. These findings give empirical support to Rodrik’s conjecture as the growing international exposure of the Spanish economy has clearly enhanced the sensitivity of employment with respect to wages.

The rest of the paper is structured as follows. Section 2 provides simple theoretical fundamentals to ensure a correct interpretation of the estimated elasticities. Section 3 discusses the data and the empirical strategy. Section 4 presents the empirical results. Section 5 concludes.

2 The elasticity of demand for labour

2.1 Theoretical underpinnings

As explained in Hamermesh (1993), the labour demand elasticity with respect to real wages ($\eta_{LL}$) can be decomposed into a constant-output elasticity, $-(1 - s_L)\sigma$, and a scale effect, $s_L\eta$, so that:

$$\eta_{LL} = -(1 - s_L)\sigma - s_L\eta,$$

where $s_L$ is the labour share over total income, $\sigma$ is the elasticity of substitution between capital and labour, and $\eta$ is the elasticity of employment with respect to output. The substitution effect reflects the extent to which a firm substitutes away from labour when faced with an increase in its price. In turn, the scale effect represents the reduction in employment due to the reduction in output holding production technology constant. Therefore, the short-run response to a wage change is fully captured by the scale effect (since the production function cannot be altered), whereas in the long-run the constant-output elasticity adds to the scale effect so that the total effect becomes the relevant measure of the impact.

A very important issue for our analysis is the fact that the relative role played by the constant-output elasticity and the scale effect depends on the a-priori modelling assumptions on how real wages move. This caused a hot debate between Dowrick and Wells (2004) and Lewis and McDonald (2002, 2004).

Dowrick and Wells (2004) develop a model in which prices are assumed to automatically and fully reflect all changes in unit labour costs resulting from variations in nominal

\textsuperscript{4}This shift in the scale effect is consistent with one of the four Hicks-Marshallian laws of factor demand according to which "the demand for anything is likely to be more elastic, the more elastic is the demand for any further thing which it contributes to produce" [Hicks (1963), p. 242]. For details, see Mitra and Shin (2012).
wages. This is the mechanism by which real wages change (since changes in unit labour costs are not the exact counterpart of changes in nominal wages). This assumption is criticized by Lewis and McDonald’s (2004) because of its arbitrariness. In Lewis and McDonald’s model (2002, 2004) the equivalent assumption is that prices are exogenous (i.e., constant) as in perfect competitive markets. This is consistent with Hamermesh’s (1993) framework and implies that the relevant variable is the real wage as a whole (and not the interplay between nominal wages and prices). In this setting, real wages may change in response to factors other than prices such as, for example, labour supply shifts or institutional variables like social security benefits (Lewis and McDonald, 2004).

What may be misleading is that Dowrick and Wells’ (2004) framework yields a different total effect on employment of changes in real wages, now denoted as $n_{LL}’$:

$$n_{LL}’ = -\sigma - \eta \frac{s}{1 - s}.$$  \hspace{1cm} (2)

Note that equations (1) and (2) clearly show the different quantitative role that the constant-output elasticity and the scale effect may play. Here we stick to Hamermesh (1993) analytical framework and drive our efforts to the empirical quantification of the total effect components.

Another important issue (to which we will return below) is the fact that the scale effect is the net effect of demand-side and supply-side product market influences. To preview this issue, it is useful to recall that, as shown in microfounded models behind the labour demand (see Karanassou et al., 2007, for example), the labour demand curve is obtained by equating marginal costs and revenues (that is, by taking first order conditions from a standard profit maximization or cost minimization problem) \textit{at those points where product-supply and product-demand intersect}. This is the reason why the scale effect should not be interpreted as a pure supply-side outcome, but as the net effect of demand-side and supply-side forces. As noted, this point will deserve further discussion below.

### 2.2 Empirical implementation

The empirical estimation of the constant-output elasticity and the scale effect has followed different routes. Some studies –Russell and Tease (1991), Lewis and MacDonald (2002), Bruno et al. (2004)– focus on a single equation in which the central estimates are the substitution ($\sigma$) and the scale ($\eta s_L$) effects. The standard equation in this first group of studies is:

$$n_t = \beta_0 + \beta_1 y_t + \beta_2 w_t + \beta_3 t + \epsilon_{1t},$$  \hspace{1cm} (3)
and allows to estimate the constant-output elasticity. The total effect is then computed using equation (1).

A second group –Slaughter (2001), Hijzen and Swaim (2010)– estimate two different equations aiming at the individual identification of the total and the substitution effects. Therefore, on top of equation (3), the following equation yielding a direct estimate of the total effect is also considered:

\[ n_t = \alpha_0 + \alpha_1 k_t + \alpha_2 w_t + \alpha_3 t + \varepsilon_{2t}. \] (4)

One of the contributions of this paper lies in the methodology to empirically approach the scale effect not as the first group of works, but as the difference between the total and the constant-output elasticity, which are obtained, respectively, from the estimation of equations (3) and (4).

5 Although Slaughter (2001) and Hijzen and Swaim (2010) also consider and estimate both equations, they do not focus on the scale effect. Here, in contrast, we are interested in empirically disentangling the two components of the total effect. As we will see, the scale effect will turn out to be quantitatively dominant.

Before explaining in detail our empirical procedure, let us review some simple theoretical endorsement to these equations.

2.2.1 Simple background for equation (3)

In his analysis of the US production function, Antràs (2004) departs from a CES production function of the form:

\[ Y_t = A_t \left[ \delta R_t^{\frac{\alpha_{-1}}{\alpha_{-1}}} + (1 - \delta) N_t^{\frac{\alpha_{-1}}{\alpha_{-1}}} \right]^{\frac{1}{\alpha_{-1}}}, \]

where \( N \) is employment, \( K \) is capital stock, \( A \) accounts for Hicks-neutral technological change, \( \delta \) is a distribution parameter, and \( \sigma \) is the elasticity of substitution between capital and labour. Solving the first order condition with respect to labour and taking logs yields the following labour demand function (equation 2 in Antràs, 2004, p. 5):

\[ \log \left( \frac{F_t}{N_t} \right) = b + \sigma \log W_t, \] (5)

where \( F_t \equiv Y_t/A_t \) is the aggregate input function. Under the assumption of Hicks-neutral technological change \( F_t \) is independent of \( A_t \) (see Berndt, 1976) and allows the construc-

---

5 Note that there is a direct relationship between the parameters in Hamermesh (1993) and the coefficients in equations (3) and (4). The elasticity of substitution is \( \sigma = \alpha_1 \approx -\beta_2 = \sigma \); the constant-output elasticity is \( -(1 - s_L)\sigma = \alpha_1 (1 - s_L) \approx -\beta_2 (1 - s_L) = -(1 - s_L)\sigma \); and the scale effect is \( \eta_{sL} = \beta_1 s_L \). (The sign "$\approx$" is used to make explicit that this equivalence is an empirical issue, to which we return below).
tion of an aggregate input index. Antràs (2004), however, dismisses Berndt’s (1976) procedure to obtain an empirical proxy of \( \mathcal{F}_t \) because it cannot be computed in the presence of biased technological change. This leads him to replace \( \mathcal{F}_t \) by real output \( Y_t \). Therefore, the effective empirical counterpart of equation (5) is \( \log (Y_t/N_t) = b + \sigma \log W_t \) which, extended with an error term \( \varepsilon_{1t} \), can be rewritten as equation (3).

2.2.2 Simple background for equation (4)

The Cobb-Douglas production function is \( Y = AN^{1-\alpha} K^\alpha \), where \( \alpha \) (0 < \( \alpha \) < 1) is a parameter accounting for the relative influence of capital and employment on output. The first-order condition of the maximization problem with respect to labour, \( \frac{\partial \Pi}{\partial N} = 0 \), gives

\[
N_t = [(1 - \alpha) A_t]^{1/\alpha} K_t W_t^{-1/\alpha}. \tag{6}
\]

Assuming, as standard (see, for example, Antràs, 2004), that technological change increases at a constant growth rate so that \( A_t = A_0 e^{\lambda t} \) (where \( \lambda \) is the growth rate of technological change), and taking logarithms, we can rewrite equation (6) as:

\[
\ln N_t = \frac{1}{\alpha} \ln (1 - \alpha) + \frac{1}{\alpha} (\ln A_0 + \lambda t) + \ln K_t - \frac{1}{\alpha} \ln W_t. \tag{7}
\]

By writing \( n = \ln N \), \( k = \ln K \), \( w = \ln W \), \( a_0 = 1/\alpha \ln (1 - \alpha + a_0) \) where \( a_0 = \ln A_0 \), \( \alpha_1 = 1 \), \( \alpha_2 = 1/\alpha \), and \( \alpha_3 = \lambda \), and adding \( \varepsilon_{2t} \) as the residual we obtain equation (4) as the empirical counterpart of equation (7).

Some authors consider extensions of equations (3) and (4) by adding price controls such as, for example, the price of capital. Clark and Freeman (1980), however, showed that labour demand elasticities tend to be biased upwards when the prices of other production factors –which are more subject to errors of measurement than the corresponding quantities– are considered in these type of equations. They suggested not imposing such extra price controls and this has been the route followed by the literature in the field. We also follow Clark and Freeman (1980) and do not consider the addition of other price variables. However, given our objective of testing the extent to which the globalization process has affected the labour demand elasticities, we find it critical to control for the growing degree of economic openness. This is the only extension of equations (3) and (4) we will consider in our empirical analysis.

---

6This index is defined as \((r_t K_t + W_t N_t) / P_t\), where \( P_t \) is a Tornqvist price index of the rental prices of capital and labour (see Antràs, 2004, p. 9).
2.3 Interpreting the crucial elasticities

When interpreting the resulting elasticities, the crucial coefficients are $\alpha_2$ in equation (4) and $\beta_2$ in equation (3). The coefficient $\alpha_2$ measures the total elasticity of employment with respect to the real wage. It measures the overall effect of a change in wages on the level of employment, which is the sum of two components: (i) the constant-output elasticity; and (ii) the scale effect (in turn, the scale effect is the outcome of a product-supply effect and a product-demand effect). The coefficient $\beta_2$ measures the substitution effect resulting from the change in the relative factor prices. When multiplied by the capital income share $(1 - s_L)$, the substitution effect becomes the constant-output elasticity: $-(1 - s_L)\beta_2$.

When wages fall, the relative price of labour vis-à-vis the price of capital is reduced and there is an incentive to substitute capital by labour. The extent to which this is feasible (which depends on the technology) is measured by $\beta_2$. In other words, $\beta_2$ is the substitution effect because it measures the employment response to a wage change. When it is multiplied by the capital share, it still measures the employment response to a wage change but holding output constant. The intuition behind this definition is that the firm can only substitute the existing amount of labour, hence the need to weight the substitution effect by the negative of the labour share (or capital share).

As noted, the scale effect has two components. On the one hand, the product-supply effect results from the fact that lower costs (in our example wages have fallen) allow an increase in production. This is a direct consequence of the fact that the labour demand derives from the production function. Ceteris paribus, the less costly becomes a production factor, the more output will be supplied at a given price, and the more labour will be needed. On the other hand, there is also a product-demand effect arising from the fact that wages are directly connected with consumption and, thus, with aggregate demand in the product market. All things constant, lower wages will diminish consumption and will cause an indirect fall in employment on account of the lower production required by the economy. The impact of the two components of the scale effect, which generate parallel shifts in the product market curves, may be reinforced by the rise in the product demand elasticity further caused by a larger sensitivity of the labour demand. This slope effect—which corresponds to the previously mentioned Hicks-Marshallian rule—reinforces the output response to a labour cost fall.

Our empirical analysis allows us to identify the total and the substitution effects ($\alpha_2$ and $\beta_2$, respectively). The substitution effect can then be used to obtain the constant-output elasticity, and the difference between the total effect and the constant-output
elasticity yields an empirical measure of the scale effect.

\[
\text{Total effect} = \text{Constant-output elasticity} + \frac{\text{Scale effect}}{1 - s_L}\beta_2.
\]

(8)

Back to theory, recall that the scale effect is by definition the product of the labour share and the labour demand elasticity with respect to output (by equation (1) which summarizes Hamermesh’s (1993) model). Therefore, the scale effect may increase (i.e., may become more negative) because of a higher labour share, or because of a rise in the elasticity of the demand for labour with respect to output caused, for example, by the globalization process. If the labour share falls, however, these influences will push in opposite directions, and their net impact will be undetermined.

Another crucial piece of information when interpreting the elasticities is the expected consistency between the estimates of $\beta_2$ and $\alpha_1$. Recall the $\beta_2$ is the elasticity of substitution between capital and labour, and observe that $\alpha_1$ is the elasticity of employment with respect to capital. Although both estimates will be empirically different, we should expect them to be close from one another, of course with the opposite sign. This would be an indication of faithful results given that the selected empirical specifications of equations (3) and (4) could be the source of potentially significant differences.

The interpretation of the estimated coefficients $\alpha_3$ and $\beta_3$ is standard and reflects the influence of constant technological change.

3 Data and empirical modelling

3.1 Data

Our main source database is the BD-MORES database supplied by the Spanish Ministry of Economy and Competitiveness. Our data is taken from its last version, made available in December 2011, with data going up to 2007 which is the last year before the Great Depression. From this source we obtain data on our main set of variables: output, net capital stock, total employment, and average real wages. It is important to state that average real wages are computed as total worker’s compensation—a variable directly supplied by the database that includes self-employment compensation—over total employment (i.e., including dependant and self-employees). This implies that our constructed measure of the labour share is adjusted for self-employment income. To measure the degree of openness we take data from the OECD Economic Outlook.

Overall, we use annual data covering years 1964-2007. Definitions of the variables used

---

7A detailed description of this database is available in Dabán et al. (2002).
are provided in Table 1. Note that the trend and openness are the only variables without subscripts $ij$. They are conceived as aggregate controls that account, respectively, for technical progress and for the growing exposure of the Spanish economy to international trade.

Table 1. Definitions of variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Sources</th>
<th>Subindices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_{ijt}$</td>
<td>Real GDP at market prices</td>
<td>BD Mores</td>
</tr>
<tr>
<td>$k_{ijt}$</td>
<td>Net real capital stock</td>
<td>BD Mores</td>
</tr>
<tr>
<td>$n_{ijt}$</td>
<td>Total employment</td>
<td>BD Mores</td>
</tr>
<tr>
<td>$w_{ijt}$</td>
<td>Average real wage</td>
<td>BD Mores</td>
</tr>
<tr>
<td>$ls_{it}$</td>
<td>Labour share</td>
<td>OECD Economic Outlook</td>
</tr>
<tr>
<td>$op_t$</td>
<td>Openness</td>
<td>Constructs</td>
</tr>
</tbody>
</table>

Note: These variables (but $t$) are expressed in logs in the estimation process.

The main advantage of using BD-MORES data is its extensive disaggregation across sectors (14 non-agricultural sectors are considered)\(^8\) and regions (17, because the two autonomous cities in Africa, Ceuta and Melilla, are not considered). Hence, we have homogeneous long time-series covering more than four decades of the Spanish recent economic history widely disaggregated allowing us to work with thousands of observations. In this way we are able use panel data techniques and estimate the relevant equations for our two periods of interest without worrying about the degrees of freedom. In particular, we work with two panel models corresponding to periods 1964-1984 and 1985-2007. We have a three-dimensional panel made of 14 sectors, 17 regions, and, respectively, 20 and 22 years per period. Therefore, once organized to conduct the estimation, the structure of the resulting bi-dimensional panel yields, for period 1, a time dimension of $T = 340$ observations and a cross-section dimension of $N = 14$; and, for period 2, a time dimension of $T = 374$ observations and a cross-section dimension of $N = 14$.

Table 2 provides descriptive information on some crucial variables of interest. This information corresponds to aggregate averages of the Spanish economy for the relevant periods of analysis: the closed-economy period of 1964-1984, and the liberalization/economic integration period of 1985-2007.

\(^8\)(1) Mining and quarrying; (2) Food products; (3) Textiles; (4) Paper products; (5) Chemical products; (6) Non-metallic mineral products; (7) Metal products and machinery; (8) Transport equipment; (9) Other manufactured products; (10) Construction; (11) Wholesale and retail trade; (12) Financial intermediation; (13) Other market services (16) Non-market services.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta Y$</th>
<th>$\Delta K$</th>
<th>$\Delta N$</th>
<th>$\Delta \frac{K}{N}$</th>
<th>$\Delta \frac{Y}{N}$</th>
<th>$\Delta W$</th>
<th>$W/(Y/N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1964-2007</td>
<td>3.44</td>
<td>4.32</td>
<td>1.30</td>
<td>0.86</td>
<td>2.14</td>
<td>2.79</td>
<td>64.0</td>
</tr>
<tr>
<td>1964-1984</td>
<td>3.60</td>
<td>4.95</td>
<td>-0.14</td>
<td>1.33</td>
<td>3.73</td>
<td>5.02</td>
<td>64.2</td>
</tr>
<tr>
<td>1985-2007</td>
<td>3.32</td>
<td>3.77</td>
<td>2.56</td>
<td>0.45</td>
<td>0.75</td>
<td>0.76</td>
<td>63.9</td>
</tr>
</tbody>
</table>

Note: $\Delta$ is the difference operator and indicates average growth rates. All variables are expressed in percent.

Real economic growth in Spain was around 3.5% on average since the mid 1960s until 2007, with no significant differences between periods. The sources of growth, however, differed markedly. The 1964-1984 years were mainly characterized by a shift from an agricultural to an industrialized-based economy followed, in 1977-1984, by a deep and prolonged crisis mainly affecting those industrial sectors that had previously led the expansionary period. The industrialization process, and subsequent crisis, resulted in an overall absence of net job creation (-0.14% on average), but very high growth rates of capital stock (close to 5%) and labour productivity (3.7%). In turn, wages rose at average rates of 5% and surpassed labour productivity growth in coherence with the absence of net employment growth. In contrast, in the context of growing openness and the enhanced market competition that characterized the subsequent period, the labour market reform of 1984 and the resulting boom in temporary jobs prevented the unit labour cost to deteriorate, and allowed employment creation. Thus, in 1985-2007 employment rose more than 2.5% on average, in parallel with a mild increase in real wages and labour productivity (around 0.75%). In turn, there was a deceleration in capital accumulation (3.8%), and the growth rate in the capital deepening ratio $K/Y$ only reached a third than before.

### 3.2 Empirical strategy

Given the panel structure of our database, we will use panel data techniques applied to the estimation of dynamic one-way fixed-effect models (also known as Least Squares Dummy Variables, LSDV, models). Such techniques involve a number of interesting and important issues related to the use of stationary panel data (in case of estimating dynamic models), the use of homogeneous (i.e., having different intercept but the same slope for the different cross-section unit) or heterogenous panels, and the treatment of endogenous variables. We next deal with these issues.
3.2.1 Dynamic panel data estimation

Due to the relevance of adjustment costs in labour demand decisions, equations (3) and (4) will be estimated as autoregressive distributed lag (ARDL) models of the following general form:

\[ n_{ijt} = \alpha_i + \lambda \sum_{s=1}^{S} n_{ijt-s} + \beta X_{ijt} + \beta \sum_{v=1}^{V} X_{ijt-v} + u_{ijt}, \quad u_{ijt} \sim i.i.d. N(0, \sigma_{ij}^2), \quad (9) \]

where \( i \) denotes sector, \( j \) denotes region, \( t \) is the time index, \( s \) and \( v \) reflect the dynamic structure of the model, \( n \) is the dependent variable, \( \alpha \) is a sectoral cross-section intercept, \( \lambda \) is the persistence coefficient, \( \beta \) is a set of parameters reflecting the influence of the explanatory variables contained in vector \( X \), and \( u_{ijt} \) is the residual.

The choice of this specification is due to the availability of a large number of observations, which ensures enough sectoral and regional variation, and allows a robust estimation of equations (3) and (4). We will thus estimate specification (9) as a dynamic homogeneous fixed-effect model.

Regarding the dynamic structure of our estimated equations, the first issue to deal with is the well-known potential correlation problem between the lagged dependent variable and the error term, which is likely to bias the estimates. This is known as the Nickell bias (Nickell, 1981) and, provided \( T < N \), results in inconsistent OLS estimates even when the error term is not serially correlated. The condition that \( T < N \) was the general case when the existing databases were still short in their time dimension. However, whenever \( N \to \infty \), \( T \to \infty \), and \( T \) grows sufficiently fast relative to \( N \), the OLS estimates will be consistent. This was shown by Álvarez and Arellano (2003) and it is relevant for us because we work with a panel database with large \( T \), large \( N \), and \( T > N \). This enables us to estimate a dynamic one-way fixed-effects model.

In a fixed-effect model estimation of equations (3) and (4), wages and capital stock (or output) are considered exogenous. Thus, for comparison purposes we estimate the GMM counterpart of these equations where \( w \) and \( k \) (or \( y \)) are still treated as exogenous. This allows us to see whether there are significant differences in the estimated coefficients. Given that \( w \) and \( k \) (or \( y \)) are treated equally, such differences can be ascribed to differences in the econometric methodology. The results presented in tables 4 to 7 reveal that this is indeed the case. Moreover, we experimented with different sets of instruments and found the elasticity of employment with respect to wages sensitive both in equations (3) and (4). Sensitivity to the choice of instruments is a well-known problem in GMM estimation (see, among others, Arellano, 2003). Thus, given that it is likely that \( w \) and \( k \) (or \( y \)) could give rise to endogeneity problems in our estimation, we decided to instrument \( n \),
and $k$ (or $y$) and estimate the fixed-effects model using 3 Stages Least Squares. The third column in Tables 4 and 6 show these results which we take as the reference ones because they combine characteristics of dynamic panel data estimation and endogeneity control.

3.2.2 Unit Roots Test

One of the challenges of estimating dynamic panel data models is a correct specification of the long-run relationships between the variables. In order to check if it is appropriate to use stationary panel data estimation techniques, we conduct a series of unit root test. These tests are different depending on the type of variables to be dealt with. Therefore, we use the KPSS unit root test\(^9\) to test for the order of integration of the variable that is common across sectors and regions ($op_t$), while for the variables that are sectoral and regional specific we use the simple statistic test proposed by Maddala and Wu (1999),\(^{10}\) which is an exact nonparametric test based on Fisher (1932):\(^{11}\)

$$
\zeta = -2 \sum_{i=1}^{N} \ln p_i \sim \chi^2(2N),
$$

where $p_i$ is the probability value of the ADF unit root test for the $i$th unit (sector). This test has the following attractive characteristics: (i) it does not restrict the autoregressive parameter to be homogeneous across $i$ under the alternative of stationarity; and (ii) the choice of the lag length and of the inclusion of a time trend in the individual ADF regressions can be determined separately for each sector.

Table 3. Panel Unit Root Tests.

<table>
<thead>
<tr>
<th>(\zeta(n_{it}))</th>
<th>(\zeta(w_{it}))</th>
<th>(\zeta(k_{it}))</th>
<th>(\zeta(y_{it}))</th>
<th>(\zeta(op_{t}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>80.22</td>
<td>468.22</td>
<td>165.59</td>
<td>155.57</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Notes: $\zeta(.)$ is the test proposed by Maddala and Wu (1999). Its 5% critical value is approximately 51. In turn, $\xi(.)$ is the KPSS\(_{c,t}\) test using intercept and trend. Its 5% critical value is approximately 0.15.

The results of this test, displayed in Table 3, indicate that we can indeed proceed with stationary panel data estimation techniques.

---

\(^{10}\)The use of pooled data can generate more powerful unit root tests than the popular Dickey-Fuller (DF), Augmented DF and Phillips-Perron (PP) tests.
\(^{11}\)Maddala and Wu (1999), using Monte Carlo simulations, conclude that the Fisher test outperforms both the Levin and Lin (1993) and the Im, Pesaran and Shin (2003) tests.
3.2.3 Homogeneous versus heterogeneous models

The estimation of a homogeneous panel allows specific intercepts but restricts the different cross-section units to have common slopes. This restriction may be quite demanding when dealing with different countries—or sectors—and presumably different elasticities. To explain how would the potential bias from sectoral heterogeneity affect our estimates, let us assume (for simplicity and without loss of generality) that our general form specification (9) follows an ARDL(1,0) such as:

\[ n_{ijt} = \alpha_i + \lambda n_{ijt-1} + \beta x_{ijt} + u_{ijt}. \]

As explained by Pesaran and Smith (1995) and Pesaran et al. (1996) the heterogeneity bias may arise when a heterogeneous panel, as ours, is estimated as a homogeneous one. To the extent that our variables tend to a degree of stationarity close to \( I(1) \) without fully reaching a degree of integration 1, the probability limits of the fixed-effects estimator will be

\[ P \lim_{p \to 1} \hat{\lambda}_{FE} = 1 \quad \text{and} \quad P \lim_{p \to 1} \hat{\beta}_{FE} = 0. \]

At a first glance, a situation in which the persistence coefficient is biased towards 1, and the role of the explanatory variables is biased towards zero may be too discouraging to undertake any sort of sensible analysis.\(^{12}\) However, to the extent that this bias affects both set of estimated coefficients in a similar way, the resulting long-run elasticities are relatively save from the heterogeneity bias. As noted in Smith and Fuertes (2010, p. 32) “the asymptotic bias in the estimator of the long-run coefficient \( \hat{\theta} = \hat{\beta}_{FE}/(1 - \hat{\lambda}_{FE}) \) is not as severe, because the biases in the numerator and denominator tend to cancel out”.

Furthermore, Baltagi and Griffin (1997) compare a large number of panel data estimators and find that standard homogenous estimators perform better than their heterogenous counterparts because “the efficiency gains from pooling appear to more than offset the biases due to intercountry heterogeneities” [Baltagi and Griffin (1997), p. 317].

Given these arguments, and the fact that our focus of analysis in on the long-run elasticities, our estimations are conducted using standard homogeneous panel data techniques.

\(^{12}\)Furthermore, the heterogeneity bias cannot be dealt with by traditional intrumental variable estimators so that, even under the estimation by GMM or 3SLS, our estimation will still be potentially subject to this bias (Smith and Fuertes, 2010).
4 Estimates

Equations (3) and (4) are estimated as a one-way fixed-effects (FE) model, by GMM, and by 3SLS. The GMM estimation considers wages and capital (or output) as exogenous variables to ensure comparability with respect to the fixed-effects model. Given the panel characteristics of our database, we should expect the FE and these GMM estimates to be similar, as they turn out be (see Tables 4 and 6). However, given our exposure to the heterogeneity bias, the unavoidable differences between both sets of estimates, which is due to the way in which the GMM estimator makes use of the instruments, yield substantial differences in the estimated long-run elasticities (see Tables 5 and 7). This is the reason why we resort to the 3SLS estimation as a way of endogenizing wages and capital (or output) and as a way, at the same time, of avoiding the well-known sensitivity problem of the GMM estimates to the choice of instruments.

4.1 1964-1984

Table 4 presents the results for our first period of analysis. The estimated specifications are similar across models –equations (3) and (4)– and methodologies –FE, GMM, 3SLS–, and all explanatory variables are highly significant and take the expected signs. The only exception is the openness control in the 3SLS estimation of equation (3).

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>GMM</th>
<th>3SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(k)</td>
<td>(y)</td>
<td>(k)</td>
</tr>
<tr>
<td>(n_{ijt-1})</td>
<td>-0.010</td>
<td>-0.034</td>
<td>-0.008</td>
</tr>
<tr>
<td>(\Delta n_{ijt-1})</td>
<td>0.173</td>
<td>0.134</td>
<td>0.223</td>
</tr>
<tr>
<td>(\Delta n_{ijt-2})</td>
<td>0.010</td>
<td>0.067</td>
<td></td>
</tr>
<tr>
<td>(k_{ijt})</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta k_{ijt})</td>
<td>0.083</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(y_{ijt})</td>
<td>0.032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta y_{ijt})</td>
<td>0.406</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(w_{ijt})</td>
<td>-0.007</td>
<td>-0.027</td>
<td>-0.004</td>
</tr>
<tr>
<td>(\Delta w_{ijt})</td>
<td>-0.190</td>
<td>-0.314</td>
<td>-0.113</td>
</tr>
<tr>
<td>(\Delta w_{ijt-1})</td>
<td>0.040</td>
<td>0.042</td>
<td>0.035</td>
</tr>
<tr>
<td>(t)</td>
<td>-0.004</td>
<td>-0.004</td>
<td>-0.004</td>
</tr>
<tr>
<td>(\Delta op_{ijt})</td>
<td>0.046</td>
<td>0.077</td>
<td>0.054</td>
</tr>
<tr>
<td>(\Delta op_{ijt-1})</td>
<td>-0.099</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta op_{ijt-2})</td>
<td>-0.061</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta op_{ijt-3})</td>
<td>-0.058</td>
<td>-0.042</td>
<td>-0.029</td>
</tr>
</tbody>
</table>

\(Obus\). 4,284 4,284 4,284 4,284 4,284 4,284

FE: Fixed-effects; GMM: Generalized Method of Moments.; 3SLS: Three Stages Least Squares

p-values in brackets. Instruments for GMM: \(n_{ijt-1}, n_{ijt-2}, k_{ijt}, k_{ijt-1}, w_{ijt}, w_{ijt-1}, w_{ijt-2}\);

\(t, op_{ijt}, \Delta op_{ijt-2} \mid y_{ijt}, y_{ijt-1}\) substitute \(k_{ijt}, k_{ijt-1}\) in model with \(y\);

 Instruments for 3SLS: \(n_{ijt-1}, n_{ijt-2}, k_{ijt-1}, k_{ijt-2}, w_{ijt-1}, w_{ijt-2}, w_{ijt-3}, w_{ijt-4}\);

\(t, op_{ijt}, \Delta op_{ijt-1}, \Delta op_{ijt-2} \mid y_{ijt-1}, y_{ijt-2}\) substitute \(k_{ijt-1}, k_{ijt-2}\) in model with \(y\).
Table 5 presents the implied long-run elasticities arising from the base-run estimates displayed in Table 4. Recall that the total effect is obtained from equation (4), while our reference estimate of the substitution effect is the one obtained from equation (3). To clearly show the consistency across estimated models, as a robustness check we also present the estimate of the negative of the substitution effect obtained from equation (4). Then we use equation (8) to compute the scale effect as the total effect minus the constant-output elasticity (which is obtained from the estimated substitution effect).

<table>
<thead>
<tr>
<th>Substitution and total effects:</th>
<th>FE</th>
<th>GMM</th>
<th>3SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated substitution effect</td>
<td>-0.79</td>
<td>-0.70</td>
<td>-0.76</td>
</tr>
<tr>
<td>Robustness check</td>
<td>0.82</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>Estimated total effect (A)</td>
<td>-0.75</td>
<td>-0.49</td>
<td>-0.71</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total effect decomposition:</th>
<th>FE</th>
<th>GMM</th>
<th>3SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computed constant-output elasticity (B)</td>
<td>-0.28</td>
<td>-0.25</td>
<td>-0.27</td>
</tr>
<tr>
<td>Computed scale effect (= A – B)</td>
<td>-0.48</td>
<td>-0.24</td>
<td>-0.44</td>
</tr>
</tbody>
</table>

Notes: total and substitution effects obtained, respectively, from estimated equations (4) and (3); constant-output elasticity = substitution effect*(1 – sL).

Qualitatively, the three estimated procedures deliver a similar picture. Quantitatively, the FE and the 3SLS procedures provide very similar estimates, while the GMM estimates are also quantitatively very close in terms of the substitution effect and the resulting constant-output elasticity. The main quantitative difference is in the estimated total effect with consequences on the computed scale effect.

Given these results and our preference for the 3SLS, we conclude that the substitution effect can safely be placed around -0.76, and the total effect around -0.7. That is, a 1% increase in real wages, will cause a 0.7% reduction in employment. This reduction can be attributed to less than one third (-0.27 of -0.7 percentage points) to the constant-output elasticity, and in more than two thirds (-0.44 of -0.7 percentage points) to the scale effect.

### 4.2 1985-2007

For the second period we estimate the same model specifications than for period one. The results, displayed in Table 6, are similar across estimation procedures and could be a reflection of the absence of serious endogeneity problems.

Dependent variable: $\Delta n_{ijt}$

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>GMM</th>
<th>3SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k$</td>
<td>$y$</td>
<td>$k$</td>
</tr>
<tr>
<td>$c$</td>
<td>-0.207</td>
<td>0.006</td>
<td>[0.066]</td>
</tr>
<tr>
<td>$n_{ijt-1}$</td>
<td>-0.024</td>
<td>-0.086</td>
<td>[0.000]</td>
</tr>
<tr>
<td>$\Delta n_{ijt-1}$</td>
<td>-0.026</td>
<td>-0.028</td>
<td>[0.000]</td>
</tr>
<tr>
<td>$k_{ijt}$</td>
<td>0.023</td>
<td>0.024</td>
<td>0.026</td>
</tr>
<tr>
<td>$\Delta k_{ijt}$</td>
<td>0.171</td>
<td>0.195</td>
<td>0.237</td>
</tr>
<tr>
<td>$y_{ijt}$</td>
<td>0.085</td>
<td>0.086</td>
<td>0.072</td>
</tr>
<tr>
<td>$\Delta y_{ijt}$</td>
<td>0.422</td>
<td>0.408</td>
<td>0.208</td>
</tr>
<tr>
<td>$w_{ijt}$</td>
<td>-0.024</td>
<td>-0.078</td>
<td>-0.034</td>
</tr>
<tr>
<td>$\Delta w_{ijt}$</td>
<td>-0.337</td>
<td>-0.384</td>
<td>-0.292</td>
</tr>
<tr>
<td>$\Delta w_{ijt-1}$</td>
<td>-0.057</td>
<td>-0.039</td>
<td>-0.068</td>
</tr>
<tr>
<td>$tr$</td>
<td>-0.004</td>
<td>-0.002</td>
<td>-0.007</td>
</tr>
<tr>
<td>$op_{ijt}$</td>
<td>0.077</td>
<td>0.034</td>
<td>0.126</td>
</tr>
<tr>
<td>$\Delta op_{ijt-2}$</td>
<td>-0.159</td>
<td>-0.153</td>
<td>0.015</td>
</tr>
</tbody>
</table>

$O_{bys.}$ 5,474 5,474 5,474 5,474 5,474 5,474

FE: Fixed-effects; GMM: Generalized Method of Moments; 3SLS: Three Stages Least Squares

p-values in brackets. Instruments for GMM: $n_{ijt-1}, n_{ijt-2}, k_{ijt}, k_{ijt-1}, w_{ijt}, w_{ijt-1}, w_{ijt-2}, t, op_{ijt}, \Delta op_{ijt-2}$ [y_{ijt}, y_{ijt-1} substitute k_{ijt}, k_{ijt-1} in model with y];

Instruments for 3SLS: $n_{ijt-1}, n_{ijt-2}, k_{ijt-1}, k_{ijt-2}, w_{ijt-1}, w_{ijt-2}, w_{ijt-3}, t, op_{ijt}, \Delta op_{ijt-1}, \Delta op_{ijt-2}$ [y_{ijt-1}, y_{ijt-2} substitute k_{ijt-1}, k_{ijt-2} in model with y].
Table 7 presents the long-run elasticities corresponding to the estimates displayed in Table 6.


<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>GMM</th>
<th>3SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Substitution and total effects:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated substitution effect</td>
<td>-0.90</td>
<td>-0.97</td>
<td>-1.03</td>
</tr>
<tr>
<td>Robustness check</td>
<td>0.95</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Estimated total effect ((A))</td>
<td>-0.99</td>
<td>-1.40</td>
<td>-1.27</td>
</tr>
<tr>
<td><strong>Total effect decomposition:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computed constant-output elasticity ((B))</td>
<td>-0.32</td>
<td>-0.35</td>
<td>-0.37</td>
</tr>
<tr>
<td>Computed scale effect ((= A - B))</td>
<td>-0.67</td>
<td>-1.05</td>
<td>-0.90</td>
</tr>
</tbody>
</table>

Notes: total and substitution effects obtained, respectively, from estimated equations (4) and (3); constant-output elasticity = substitution effect*\((1 - s_L)\).

The qualitative picture given by these elasticities is consistent across methodologies, while the quantitative picture is even more consistent than for the previous period. For example, the estimated substitution effect ranges from -0.90 to -1.03, irrespective of the equation from which this estimate is obtained and irrespective of the econometric procedure in use. The resulting constant-output elasticity is placed in the narrow range between -0.32 and -0.37. In turn, the estimated total effect is larger under the 3SLS estimation than using fixed-effects, but the GMM value is even larger.

Overall, our reference values for this period are a unitary substitution effect and a total effect close to -1.3. This total effect is the result of a constant-output elasticity accounting for -0.4 percentage points (around a third of the total effect), and a scale effect amounting to -0.9 percentage points (almost 70% of the total effect).

4.3 Assessment

Comparison of our results for periods 1964-1984 and 1985-2007 yield two salient findings.

The first one is the increase in the substitution effect, which rises from -0.76 to -1. This implies that the growing exposure to international trade and the different waves of labour market reforms have contributed to enhance the sensibility of employment to wages. This is consistent with Rodrik’s conjecture, according to which a critical consequence of the
globalization process is to facilitate labour-capital substitution since all economies have
easier access to new markets and new avenues of productive specialization.

The second main finding of our analysis is the increase in the magnitude of the to-
tal effect, which jumps from -0.71 to -1.31. This jump of 0.6 percentage points, is the
consequence of a rise in the two components of the total effect.\footnote{An interesting feature of the ARDL methodology is that it yields detailed information on the channels behind the rise in the long-run elasticities. Our results show that this increase is due to falls both in the persistence coefficient and in the short-run labour demand sensitivity with respect to wages.}

The constant-output elasticity rises from -0.27 to -0.37, and accounts for one sixth of
the increase in the total effect. Economically, the increase in the sensitivity of employment
with respect to wages even when holding output constant implies that firms have enhanced
their internal flexibility to respond to price changes. This may be reflecting the enhanced
possibilities brought by the new technologies and the growing pressure to which firms are
subject to compete in the international arena.

In turn, the scale effect almost doubles its size. It augments by 0.45 percentage points,
and accounts for two thirds of the increase in the total effect. The scale effect accounts for
the net effect of the interplay between a product-supply effect (resulting from the fact that
lower costs allow an increase in production) and a product-demand effect (arising from
the fact that wages are directly connected with consumption and, thus, with aggregate
demand in the product market). Our finding of a significant increase in the scale effect
reflects the growing relative relevance of the product-supply effect. In a globalized context,
a rise in the labour cost ends up reducing output and, thereby, employment. The increase
in labour costs may be transferred on to prices and generate a fall in production larger
than the product-demand increase resulting from the higher purchasing (note that the
indirect increase in the aggregate product-demand elasticity pushes in this direction). In
a context of large international exposure, such as the Spanish one in the aftermath of
the EEC accession in 1986, it is appropriate to expect an increase in the product-supply
effect because it is easier to circumvent labour costs increases by delocalizing part of
the productive activity. In turn, it is also likely that the product-demand effect has diminished
its influence because the consequences of wage rises have become more diluted. With
increasing openness, wage rises affect not only domestic demand, but also the imports of
good and services, which in Spain have massively grown in 1985-2007.

5 Conclusions

Does the sensitivity of the demand for labour increase with globalization? Following Ro-
drik’s (1997) conjecture a ‘yes’ response should be the expected one. However, and despite
the growing attention that this issue has received in recent years, no consensus has yet been reached.

It is in this context that we aimed at determining whether the structural change caused by the internationalization process of the Spanish economy since the mid 1980s has significantly increased its labour demand elasticity. Our results indicate a substantial increase in the total employment sensitivity with respect to wages and give support to Rodrik’s conjecture. Beyond that, we find that this increase is the outcome of both a larger constant-output elasticity and a larger scale effect. This means that growing international exposure stimulates the labour demand sensitivity through both potential channels.

Although we are not able to disentangle the relative size of the two scale effect components, we argue that both evolved in opposite direction and jointly reinforced (given their opposite sign) the growing impact of the scale effect on the total employment response to wage changes.

The growing relevance of the scale effect in Spain reflects the enhanced economic flexibility brought by globalization. Along with the internationalization process, firms have managed to circumvent increases in labour costs by increasing their mobility and the use of new technologies. This explains phenomena like offshoring and outsourcing, firm delocalization, and, more generally, the growing flows of outward foreign direct investment. In turn, households have augmented their product-demand sensitivity to product-price changes because of their increased access to international markets and the resulting wider possibilities of consumption.

Two salient characteristics of the Spanish economy in last decades are real wage moderation and employment growth (at least up to 2007, before the onset of the Great Recession). Has the relationship between these two phenomena changed as a consequence of the internationalization process? We have identified a significant change in the sensibility of employment with respect to wages, and the channels by which this larger sensitivity has been achieved: (1) the enhanced substitution of capital by labour; (2) the parallel shifts in the product-supply and product-demand curves caused by wage changes; and (3) the larger sensitivity of the product-demand curve with respect to prices caused by the internationalization process. We have been able to quantify the contribution of the first channel, and the joint contribution of the second and third channels –which is a combination of parallel shifts and slope changes in the product market curves. Further research should aim at disentangling the specific contribution of these two channels to the change in the scale effect.

On other grounds, further research should also aim at carefully assessing how the Spanish transformation affected the labour demand elasticity across productive sectors.
Our hypothesis is that the sectoral response is connected to the degree of exposure of each sector to international trade.
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